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Abstract

Large Language Models (LLMs) are increasingly
used in the domain of relationship advice; however,
their applications in such an intimate context pose
significant risks: naive models might normalize co-
ercive behavior or inadvertently accelerate rumina-
tion in users suffering from relationship distress,
known as “love brain,” where this paper focuses
on. We developed a personalized persuasion sys-
tem structured as a multi-agent architecture, em-
ploying a gating policy that regulates transitions
between Exploration (sense-making), Persuasion
(micro-actions), and Crisis states (safety diversion).
The system contains an LLM-as-Judge component
to estimate runtime Safety Risk (SR), Information
Sufficiency (IS), and User Tolerance (UT), thereby
maintaining psychologically grounded user states
and enabling a safety-first control loop. The system
has a dual-entry framework based on the Elabora-
tion Likelihood Model, routing users through cog-
nitive (NFC) or affective (NFA) portals to facili-
tate receptivity. We evaluated this approach in a 3-
day randomized controlled trial against a matched
generic LLM baseline. The system demonstrated
a safety-efficacy trade-off: the gating policy re-
duced advice volume while achieving steeper daily
reductions in maladaptive micro-behaviors and ru-
minative urges. We contribute a deployable work-
flow for intimate relationship support, featuring a
safety-constrained orchestration with a literature-
based knowledge base mapping causes to strate-
gies, for more responsible and persuasive agents in
sensitive domains.

1 Introduction

Large Language Models (LLMs) have become a main chan-
nel for intimate relationship advice, offering accessible but
unverified guidance [Hou er al., 2024; Brailas and Tso-
lakis, 2025]. However, naive deployment in this sensitive
domain presents a Human-Centred Al (HAI) risk: com-
mercial chatbots often prioritize conversational fluency over
safety, potentially normalizing coercive control [Freitas ef al.,

2025; Zhang er al., 2025], accelerating maladaptive rumina-
tion [Pombal et al., 2025], or acting into quasi-therapeutic
roles for which they are not designed [Moore et al., 2025].
Therefore, for chatbots to safely provide advice for relation-
ship distress, the backend system should balance persuasive
efficacy with strict safety constraints and behavioral account-
ability [Dong et al., 2024b; Chan er al., 2024].

We focus on the phenomenon of “Love Brain”, a slang term
for obsessive relational distress, which reflects a syndrome
of impaired judgment and unregulated attachment [Mikulin-
cer and Shaver, 2007; Bartels and Zeki, 2004; Wang, 2024].
We treat “Love Brain” not as a distinct clinical diagnosis,
but as a cluster of established romantic distress conditions
such as anxious attachment, Relationship OCD (ROCD), or
limerence. These states are characterized by intensified emo-
tional reactions [Mikulincer et al., 2003], maladaptive com-
pulsive behaviors such as monitoring [Doron et al., 2016],
and intense idealization [Ferster and Skinner, 1997]. Cur-
rent Al approaches struggle to address the volatility of this
domain [Arnaiz-Rodriguez et al., 2025; Bucher et al., 2025].
Safe Reinforcement Learning and shielded policies have been
successfully applied in robotics to prevent unsafe states [Al-
shiekh et al., 2018], and existing persuasive dialogue sys-
tems optimize for rhetorical strategy or empathy [Deng et
al., 2023; Wang et al., 2019]. However, conversations
in relationship distress rely on interpreting higher-level se-
mantic and contextual cues [Arnaiz-Rodriguez et al., 2025;
Hou et al., 2024], where current LLM systems and persuasive
dialogue still show measurable failure modes and lack the ex-
plicit safety gates [Dong er al., 2024b] and multi-day state
tracking [He er al., 2023]. Therefore, there is a gap where
that maps volatile romantic distress to a constrained control
policy by using validated psychometric and behavioral indi-
cators, regulating the pacing to advise safely and effectively
for these psychological states.

To address this, this paper proposes a safety-constrained
orchestration system for personalized relationship support.
Our contributions include:

* We operationalize user state as a dynamic vector, inte-
grating static psychometrics for “Love Brain” conditions
with runtime signals of User Tolerance (UT), Informa-
tion Sufficiency (IS), and Safety Risk (SR).

* We introduce a deterministic Orchestrator that regulates
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dialogue via a monotone gating policy, managing transi-
tions between Explore, Persuade, and Crisis modes with
interpretable thresholds, to prevent premature advice.

* We contribute a literature-based Knowledge Base (KB)
mapping “Love Brain” conditions to evidence-based
micro-actions, annotated with Behavior Change Tech-
niques (BCTs) to ensure clinical validity.

e We validate this system in a 3-day randomized con-
trolled trial (N = 40) against a matched-dose generic
LLM, showecasing its utility in persuasion for “Love
Brain”.

2 Related Work

2.1 Phenomenology of Romantic Distress and
“Love Brain”

We operationalize the colloquialism “Love Brain” as a syn-
drome of impaired relational judgment. Specifically, this pa-
per addresses syndromes that are not caused by patholog-
ical conditions: anxious attachment, avoidant attachment,
relationship obsessive-compulsive disorder (ROCD), social-
media jealousy and monitoring, limerence, “mindreading”
misbelief, boundary deficits, and global dysfunctional rela-
tionship beliefs. By mapping these lay concepts to estab-
lished phenotypes, we identify specific targets for compu-
tational intervention. These could be categorized into three
clusters. Attachment dysregulation involves the hyperac-
tivation of the attachment system (Anxious style), driving
compulsive proximity-seeking, or its deactivation (Avoidant
style), leading to maladaptive suppression [Mikulincer et al.,
2003]. Intrusive preoccupation conditions such as Limer-
ence, with which users are acutely longing for reciproca-
tion [Bradbury et al., 2025], and ROCD, which is character-
ized by intolerance of uncertainty and compulsive reassur-
ance loops [Doron et al., 2016], frequently driving social me-
dia monitoring as a maladaptive behavior for ambiguity [Sul-
livan and Bruchmann, 2025]. Maladaptive cognitions encom-
pass distorted schemas such as “Mindreading” expectations,
fatalistic relationship beliefs [Eidelson, 1982], and boundary
deficits, where autonomy is sacrificed for relational mainte-
nance [Jack and Dill, 1992]. Clinical psychology offers so-
lutions for these patterns via Behavior Change Techniques
(BCTs [Michie et al., 2013], such as Action Planning for
boundary deficits [Gollwitzer and Sheeran, 2006]. For uti-
lizing HAI to scale advising for these syndromes, however,
there is a gap in the lack of a computational system capa-
ble of maintaining a psychological state representation that
maps these into a unified, trackable vector. Existing chatbots
lack the architectural memory to link a specific syndrome to
its corresponding BCT within a safety-constrained conversa-
tional policy, resulting in generic advice that fails to interrupt
specific pathological loops.

2.2 Conversational Agents, Counselling,
Persuasive Dialogue and Safety-Constrained
Policies

Recent advances in LLLMs have demonstrated significant ca-
pabilities in both zero-shot persuasion [Furumai et al., 2024b]

and therapeutic support [Heinz et al., 2025; Basar et al.,
2024]. In the domain of persuasion, LLMs have achieved
performance comparable to humans in debating tasks and
attitude chang [Salvi et al., 2025; Furumai et al., 2024al,
often utilizing data-driven rhetorical strategies to maximize
agreement [Wang et al., 2019; Shaikh ef al., 2020]. Mean-
while, counselling dialogue systems have evolved from rule-
based scripts to empathetic neural generation [Hua er al.,
2025], with systems like PARTNER to demonstrate empa-
thetic counseling dialogue and strategy optimization [Priya et
al., 2023], and chatbots integrated with Motivational Inter-
viewing (MI) to display their efficacy in mental health con-
texts [Park et al., 2019; Brown et al., 2023]. However, generic
persuasive agents optimize for rhetorical fluency rather than
psychological safety [Liu et al., 2025], while therapeutic
agents reliably perform therapist-like intervention moves to
interrupt maladaptive feedback loops [Scholich ef al., 2025].
Furthermore, current end-to-end architectures typically lack
a multi-day memory of the user’s behavioral state, risking
“sycophantic” responses where the model unwittingly vali-
dates harmful ruminations to maintain conversational coher-
ence [Wei et al., 2023].

To mitigate the risks of LLMs randomly generating words
in sensitive domains, HAI emphasizes the integration of ex-
plicit safety guardrails and controllable policy design [Dong
et al., 2024a]. Approaches such as Constitutional Al and Re-
inforcement Learning from Human Feedback (RLHF), which
attempt to internalize safety norms directly into the model
weights [Dahlgren Lindstrom ef al., 2025; Bai e al., 2022].
However, weight-based alignment remains opaque and prob-
abilistic [Yi et al., 2024]. Therefore, modular neuro-symbolic
architectures became a robust alternative, wrapping LLMs in
deterministic logic to enforce rule adherence [Dong et al.,
2024al. In clinical settings like suicide prevention, proto-
col adherence and consistent triage dominate [Grupp-Phelan
et al., 2024]. Despite these advances, there is a gap for a
safety-constrained orchestrator specifically designed for inti-
mate relationship distress that dynamically adjusts the mode
of interaction based on a user’s volatility with pacing regula-
tion based on psychological readiness. This work bridges this
gap by introducing the architecture that regulates persuasive
dialogue via a psychologically grounded state representation
and an auditable monotone gating policy.

3 System Design

We propose a State-Aware Multi-Agent Architecture that de-
couples state estimation (understanding the user) from policy
execution (generating the response), addressing the alignment
challenge of deploying generative agents in high-stakes emo-
tional contexts, as shown in Figure 1.

3.1 State Representation

We represent the interaction as a low-dimensional, inter-
pretable state for a safety-constrained controller, the Orches-
trator, which is explicitly logged and auditable, enabling
analysis of pacing and safety behavior across turns and days.
Before the first session, we initialized a profile state sy from
the baseline survey, including attachment (ECR-R), affective
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Figure 1: System Framework.

dependence (ADS), limerence/addiction proxy (LAI), jeal-
ousy/monitoring (FBJ), ROCD traits (ROCI), dysfunctional
beliefs (RBI), global distress (PHQ-9 and GAD-7) (based
on Appendix 8, and questions for routing preference (NF or
NFC), and based on the survey scores for each cluster, derived
indices to obtain negative-belief ratio and dominate “Love
Brain” symptoms type, and priority ranking of maintenance
factors to address.
At each turn, the Orchestrator maintains a SessionState:

St = (ERtv-PRtvoRtaUThISt?SRthtv
ERMaxy, ORMing, PRMazxy, force,t)

where ER/PR/OR are counters for consecutive exploration
rounds, consecutive persuasion rounds, and overall rounds;
UT € [0,1] is the user tolerance estimate; .S € [0, 1] is
information sufficiency; SR € {0,1} is immediate safety
risk; and (7, ERMax, ORMin, PRMazx, force) are adap-
tive pacing parameters, including decision thresholds (7),
bounds on consecutive exploration and persuasion rounds
(ERMax,ORMin, PRMax), and a forcing flag to over-
ride pacing when needed. We treat the LLM as a bounded
Jjudging module that estimates interpretable signals from the
current utterance u;, short context h;, and the current case
conceptualization Cy_1.

User Tolerance (UT). We first estimate an instantaneous
tolerance UT'I; using explicit linguistic indicators of short-
ness, imperative tone, punctuation intensity, abusive lan-
guage, refusal, and acceptance. Then we smooth it to obtain
a longer-horizon tolerance:

UT, =0.45-UT;—1 +0.55 - UTI,

so that pacing adapts to sustained user receptivity rather than
a single noisy turn. The weights bias the estimate toward the
current turn while retaining short-term memory.

Information Sufficiency (IS). 1.5; answers: do we have
enough case context within the system to offer a responsi-
ble, specific micro-action now? The judge scores sufficiency
based on (i) the completeness of the ABC chain, (ii) speci-
ficity of triggers and behaviors, (iii) contextual details (who,
when, where, what), (iv) intervention history, and (v) whether
an action plan is already emerging in C_;.

Safety Risk (SR). SR; is a conservative binary triage trig-
gered by direct self-harm ideation/plans, acute risk to others,
or severe abuse/threat disclosures. When S R;=1, the Orches-
trator short-circuits to crisis handling.

3.2 Safety Constraint and Gate

Crisis is implemented as a hard-coded pre-emption layer.
Before any generative planning occurs, the input u; passes
through a binary Crisis Gate. This module utilizes a special-
ized prompt trained on the WHO LIVES protocol constraints.

CRISIS_.MODE,
Proceed,

if DetectRisk(ut) > 0ypisk
otherwise

Gate(ut) = {

If triggered (SR = 1), control is immediately seized by the
Crisis Agent, which suspends the persuasion goal, executes
a de-escalation script with validation and resource provision,
and terminates the session if necessary. This mechanism en-
sures that the system never attempts to persuade a user who
is psychologically decompensating.

3.3 Cause-to-Strategy Knowledge Base

To mitigate the alignment risks inherent in open-ended gener-
ation to prevent validating maladaptive rumination or halluci-
nating therapeutic capabilities [Wei er al., 2023; Yeung et al.,
2025], we constrain the agent to a literature-derived Cause-
Strategy Knowledge Base (KB), ensuring the Persuader can
only instantiate pre-specified micro-actions and safety rules
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retrieved from the KB. The KB serves two roles: a struc-
tured dataset of intervention cards, and a retrieval constraint
for the Orchestrator such that all persuasive outputs are com-
posed from bounded, auditable components. We organize the
KB into two layers: Diagnostic Clustering (causes, problem
types, maintaining mechanisms) and Intervention Heuristics
(micro-actions), with explicit contraindications and fallback
rules (shown in Appendix 3).

Diagnostic Clustering

We synthesized the phenomenology of “Love Brain” into 8
distinct causal clusters that index relationship distress states.
For each type T, the KB stores a structured record: B =
{T,C,R,B,S, X, M);}},, where: (1) T is the problem
type (cluster label); (2) C are maintaining mechanisms (e.g.,
schema-consistent interpretations / attachment-relevant con-
cerns); (3) R are runtime triggers detectable in dialogue; (4)
B are target distortions / cognitive biases to be challenged; (5)
S is the bounded strategy set (micro-actions) mapped micro-
actions for both NFC/NFA routes; (6) X are contraindications
/ exclusion rules for safety; and (7) M are observable metrics
for evaluating whether the micro-action helped. At the inter-
face and prompting level, we implement each 7" as a card with
interpretable fields (Why/Detect/Rules/Scripts/Metric). Each
type supports two delivery pathways aligned to the user’s
routing profile. Both pathways share the same action gram-
mar and logging schema, but differ in which components are
emphasized, such as whether the agent should follow evi-
dence evaluation or defusion values, while keeping the output
to one feasible next step and its observables.

Intervention Heuristics (Strategies)

To keep actions concrete and reviewable, the KB uses a cu-
rated set of Micro-Actions mapped to our dual-entry routing
framework. For NFC-entry Users, the KB retrieves strate-
gies derived from CBT [Beck and Beck, 2021]. The primary
mechanism here is Socratic Questioning and Evidence Evalu-
ation [Hofmann et al., 2012]. The agent is prompted to guide
users to engage in reflective processing. For NFA-entry users,
strategies draw from Acceptance and Commitment Therapy
(ACT) [Hayes er al., 2006] style mechanisms to reduce en-
tanglement with intrusive thoughts and shift from partner-
contingent goals to self-endorsed values [Harris, 2009]. To
interrupt maladaptive feedback loops, the KB includes strict
behavioral constraints derived from Exposure and Response
Prevention (ERP) [Abramowitz, 2006] and Behavioral Acti-
vation [Martell et al., 2013], where the agent redirects users
to a tangible, non-relational micro-action. All strategies in-
clude contraindications and fallback rules, so that the system
does not intensify risk states or encourage coercive or unsafe
behavior.

The Retrieval Mechanism

The ontology is encoded as a lookup table accessible to the
Orchestrator. After Exploration, the system queries the KB
with Cause_ID and the user’s Routing Profile, re-
trieves a bounded Strategy_Prompt (plus alternates and
safety constraints), and injects it into the Persuader context
window.

3.4 Orchestration Policy

The Orchestrator selects one of three turn modes regulat-
ing the transition between sensemaking and intervention:
{EXPLORE, PERSUADE, SAFETY_ESCALATE (Crisis)}.
We implement a Monotone Gating Policy, 7(S;) selects
the active agent A € {Explorer, Persuader} based on the
estimated signals: in the default state, the system defaults to
the Explorer Agent, to maximize IS and UT via reflective
listening and open inquiry, without offering solutions.
Transitioning to the textitPersuader mode happened only if a
strict conjunction of thresholds is met:

Transitiong_p < IS; > 7115 N UTy > 75917 N =SR

This ensures advice is only dispensed when the system
“understands” the problem (I.5) and the user is “ready” to
hear it (UT'). For the Monotonicity and Fallback, once in
the textitPersuade mode, the system attempts to maintain this
mode to deliver a coherent strategy following the Monotone
principle. However, if UT; drops below a critical fallback
threshold 7y4pack (indicating resistance or reactance), the
policy forces a regression to Exploration to repair the ther-
apeutic alliance.

3.5 LLM integration

Since Wy, the latent signals UT, 1.5, are not directly observ-
able, we employ an LL.M-as-Judge mechanism to estimate
them at runtime. At the end of each turn, a frozen “Observer”
instance (GPT-4o) analyzes the latest interaction (H;,C;—1)
against a rubric, to estimate UT', by answering questions
such as “Does the user feel understood? Are they defensive?
(Scale 0-1)”, and to estimate 1.5 by answering “Do we have
the Who, What, and Why of the conflict? (Scale 0-1).”

4 Experiment Design

We conducted a 3-day longitudinal, between-subjects ran-
domized controlled trial to evaluate the architectural efficacy
of the system, comparing the full structured orchestration sys-
tem against a matched-capability generic LLM (GPT-40). We
structure our user study around three research questions:

RQ1: Does the system achieve higher Advice Execution
Rates (AER) and steeper reductions in maladaptive micro-
behaviors compared to the baseline?

RQ2: How does the policy behave in terms of safety (gate
activations; avoided unsafe outputs) and pacing (EXPLORE
vs. PERSUADE distributions; UT/IS trajectories)?

RQ3: Do short-term psychometric indicators of relational
distress show directionally favorable trends?

4.1 Participants

We enrolled 40 participants (23 women, 17 men; Mg =23.7,
range 19-32) and randomized them 1:1 to Experiment
(n=20) vs. Control (n=20). Participants were recruited on-
line and screened for relationship distress and loss-of-control
preoccupation using the index shown in Appendix 3 to cate-
gorize their top cluster and NFC/NFA entry preference.
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4.2 Procedure

Day 0. Participants completed the pre-test surveys, in-
cluding demographics, screenings for safety and depression
(PHQ-9 [Kroenke et al., 2001] and GAD-7 [Aktiirk et al.,
2025]), pre-intervention scales, and NFC/NFA entry prefer-
ence. Days 1-3 (Intervention + EMA). Participants com-
pleted one session/day with their assigned system. Imme-
diately after each session, they completed an Ecological
Momentary Assessment (EMA) capturing same-day urges,
checking/monitoring counts, and whether they executed the
prescribed micro-action(s). Participants also reported con-
crete behavioral logs aligned with the system’s prescribed
micro-actions. Day 3 (Endline). Participants completed
the post-intervention survey, repeating core scales and sys-
tem evaluation measures, and conducted semi-structured in-
terviews.

4.3 Measurement and Analysis

We pre-specified the process as primary and the outcomes
as exploratory to study the effects of the architecture with
a mixed-methods approach, given the timeframe. For
RQ2, we measure the count and proportion of safety-
gate activations and manual audit of sessions for unsafe
recommendations. And we also measure distribution of
EXPLORE/PERSUADE/SAFETY _ESCALATE (Crisis) ac-
tions, turns-to-convergence on primary type, UT/IS trajecto-
ries, and coupling behavior, and frequency of force-explore
and persuasion caps (PRMax). For RQI, we calculate the
advice execution rate through EMA (whether the user per-
formed the assigned micro-action that day), template usage
rates, and reductions in checking/monitoring counts or re-
contact attempts. For RQ3, we measure LBI and negative-
belief ratio change (baseline vs. Day 3), jealousy/monitoring
scale change, EMA checking urges, and PHQ-9/GAD-7
change. For quantitative outcomes, we analyzed daily be-
havioral changes using Analysis of Covariance (ANCOVA),
treating Day 1 baseline scores as covariates to isolate the
treatment effect from individual heterogeneity rigorously.
Given the non-normal distribution of process metrics, we
utilized non-parametric Mann-Whitney U tests for between-
group comparisons. To address the multiple comparisons
problem inherent in our exploratory scan of daily micro-
processes, we applied Benjamini-Hochberg FDR correction,
reporting adjusted g-values alongside nominal p-values to
distinguish robust signals from noise To contextualize the sta-
tistical outcomes, we performed a qualitative thematic anal-
ysis of anonymized dialogue traces to examine how the sys-
tem’s strategy switching and policy influenced users.

S5 Results
5.1 Behavioral Compliance and Micro-Process
Efficacy

Contrary to our initial hypothesis, the System did not achieve
higher raw AER compared to the Baseline. As shown in
Table 1, the Control group reported a marginally higher fre-
quency of executed advice (Mcyrp = 2.04 vs. Megp = 1.58,
U = 138.5,p = 0.096). Qualitative analysis then shows that
this quantitative gap reflects a trade-off between speed and

Table 1: Process and Safety Metrics. The Control group achieved
a higher raw volume of execution, reflecting unconstrained advice-
giving. The Experimental group shows lower volume but signifi-
cantly distinct pacing (p < .05 in Audit), reflecting the architectural
safety gating.

Metric Exp (V =20) Ctrl (V= 20) U p
Behavioral Compliance (RQ1)

Advice Exec. (Count/Day) 1.58 £+ 2.46 2.04 £ 1.66 138.5 .096
Maladaptive Beh. (Freq) 3.50 + 1.55 3.54 +1.54 165.0 .866
Urge Intensity (0-10) 4.54+1.18 4.31+1.20 220.0 .595
User Perception (RQ2)

Perceived Fit (1-7) 4.18+1.38 4.63 +£1.35 164.0 .332
Clarity of Advice (1-7) 4.78 +1.27 4.80+1.37 196.0 .924
Felt Understood (1-7) 5.23 +1.23 540+ 1.41 176.0 .520

safety rather than a failure of persuasion: users from the Con-
trol group reflected that the Baseline (Generic LLM) often
acted as a “sycophantic enabler,” offering immediate, low-
friction validation suggestion such as “You should text him if
it makes you feel bette”, which users found easy to execute.

However, when analyzing the efficacy of these actions
via daily EMA, the daily EMA from the experiment group
showed better capacity to disrupt maladaptive behavior loops.
Figure 2 shows the aligned effect sizes for daily com-
posite measures. The Experiment group achieved signif-
icantly greater reductions in overall maladaptive patterns
(p = 0.022) and specific sub-domains, including Social-
Media Monitoring (p = 0.030) and Relationship Doubt
(p = 0.035). The system’s Monotone Gating Policy did not
offer advice in early exploration. Interviews indicated that
participants in the Experiment group noted the system’s “in-
sistence on understanding” before solving, stating“It didn’t
just give me a script; it forced me to cool down first” (P6,
Exp Group). Therefore, while the Control group facilitated
more actions, the Experiment group facilitated more effec-
tive pattern-breaking. The plot of individual heterogene-
ity (Figure 3) confirms that the mean improvement in the
Loop_Index, which is a composite daily metric representing
the aggregate intensity of maladaptive micro-behaviors, was
nearly double for the Agent group (A = 0.41) compared
to Control (A = 0.23), suggesting the architecture success-
fully filtered out ineffective advice in favor of targeted, albeit
harder-to-execute, cognitive restructuring.

Interviews and log entries revealed that self-reflection-style
advice was easier for users to implement, particularly writing
or journaling tasks and the application of delay rules (e.g.,
“wait 30 minutes before writing down your worries’), which
led to calmer emotions and improved communication skills
as users reported.

5.2 Policy Behavior and Safety Pacing

The system demonstrated divergence of interaction patterns.
The Safety Gate was triggered in 15% of turns for the Ex-
periment group, successfully diverting users from high-risk
states. The Monotone Gating Policy showed significantly
shorter, more targeted responses. In the Control condition, the
interviews and logs show instances of harm by the baseline,
where the model blindly agreed with the user and validated
distorted beliefs. For example, P23 (Control) received vali-
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Daily behavior & experience summary (Dayl-Day?2)

Measure AAgent AGPT-do q(FDR)

Overall

Overall pattern score o +0.76  +0.42 0.188
Overall action score 1O- -0.16 -0.33 0.956
Core patterns
Social-media monitoring o +097  +0.47 0.188
Relationship doubt O +0.75 +0.30 0.188
Reconnection urge o +0.57 +0.35 0.278
Reassurance seeking o +075  +0.57 0.410
Healthy actions
Boundary setting O +0.15 -0.50 0.956
Minimal expression -0.40 012 0.986
Need expression Q -0.23 -0.35 0.986

Experience

Self-rated improvement o +080  +0.50 0.617
Session quality O +0.38 -0.10 0.410
Engagement o 4008 023 0410
Trust o +028 003 0.410
Autonomy (less pressure) o -0.70 -0.80 0.986
Advice use o 4019 +0.75 0410
Urge intensity o +060  +1.05 0.410

1.0 0.5 0.0 0.5 1.0 15

Std. ANCOVA effect (aligned: + favors Agent)

B = Day2 - Day1 group mean on aligned composite scores.
Figure 2: Daily Micro-Process Effects (Forest Plot).

Individual heterogeneity: Loop_Index change (Day2 - Day1)

Participants (sorted)

Figure 3: Heterogeneity of Improvement (Loop Index).

dation for “roasting” a partner, reinforcing conflict, whereas
the Orchestrator effectively neutralized similar inputs. Log
analysis reveals the system, with the design of UT and IS sig-
nals, maintained a much lower token count per turn (Hedges’
g = —1.57,p < .001), reflecting its design to “pause and
listen (Explore)” rather than direct, verbose generation (Per-
suade). Figure 4 illustrates the pacing: the Orchestrator held
users in the Explore phase for 50% of turns compared to
only 10% in the Control, strictly enforcing the condition that
15 > 0.6 before moving to advice. This explains the slightly
lower perceived fit scores (p = 0.33), as users initially re-
sisted the cognitive load of exploration, yet this friction was
necessary for the safety results observed.

5.3 Psychometric Outcomes

Outcomes from the last day reflect the trade-off between
mood relief and “Love Brain symptom” correction, as shown
in Table 2. The Control group achieved a greater reduction
in general Depression (PHQ-9, p = .22), consistent with
the “sugar rush” of sycophantic validation. However, the
Experiment group showed stronger effect sizes in the spe-
cific pathologies it was designed to treat, particularly ROCD

Explore/Validation Persuade/Advice W Safety Diversion

Experiment Explore (50%) Persuade
Control Persuade (Unconstrained) .
0% 20% 40% 60% 80% 100%

Figure 4: A manual coding of system turns reveals distinct architec-
tural behavior. The Control group functioned as an unconstrained
advice-giver (85% Persuade), while the Orchestrator successfully
enforced Exploration (50%) and Safety Diversions (15%) based on
UT and SR signals.

(r = 0.13) and Love Addiction (r = 0.002). Although
non-significant at the current sample size, the Effect Sizes
(r ~ 0.13) suggest that the domain-specific Knowledge Base
was beginning to address the specific pathology of relational
obsession better than generic empathy.

6 Discussion

Our findings present a trade-off between efficiency and safety
in Al-mediated persuasion. While the generic LLM (Control)
achieved marginally higher advice execution rates and de-
pression reduction, qualitative results reveal this was largely
due to “sycophantic validation” [Wei er al., 2023], which
is the tendency of unconstrained models to mirror user bi-
ases and offer low-friction, impulsive solutions, such as “You
should text him if it helps you feel better”. In contrast, the
System prioritized architectural restraint, frequently block-
ing persuasion attempts when users’ tolerance was low. This
suggests that naive efficacy is a dangerous metric for inti-
mate support agents. The Experiment group’s lower vol-
ume but higher effect size in domain-specific pathology (LAI
r = 0.002; ROCI r = 0.13) indicates the effects ofthe system
that prioritizes long-term cognitive restructuring over short-
term emotional relief. The monotone gating policy effectively
functioned as a “cognitive brake,” forcing users to engage in
Exploration before being given actions, which is important to
break obsessive-compulsive loops like “Love Brain.”

6.1 Limitation and Future Work

First, the short horizon of the RCT likely favored the Con-
trol group’s sycophancy over the cognitive load of the sys-
tem’s restructuring strategies, which typically require weeks
to manifest clinical benefits [Beck and Beck, 2021]. Fu-
ture studies should plan for a longitudinal study to verify the
hypothesis that the system’s “slow persuasion” yields more
durable retention of healthy relationship behaviors compared
to the baseline’s ephemeral validation Second, N = 40 was
insufficient to detect significant differences in heterogeneous
“Love Brain” symptoms. A larger sample size is needed
to validate the Dual-Entry Routing hypothesis and confirm
whether specific symptoms benefit disproportionately from
strict gating. Finally, the multi-agent architecture introduced
significant latency ( 4s/turn vs. 1s for Control), creating
product friction that impacted the Experimental condition.
Future iterations should employ model distillation to com-
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Table 2: Values represent the mean change (A = Post — Pre); negative values indicate symptom reduction. While the Control group
showed greater reduction in general depression (PHQ-9), the Experimental architecture achieved stronger eftect sizes () in domain-specific
pathology, specifically Love Addiction (LAI) and Relationship OCD (ROCI).

Mean Delta (A £+ SD)

Statistical Comparison

Clinical Construct Experiment (N = 20) Control (N = 20) U P Effect Size (7)
Primary ”Love Brain” Indicators

Love Addiction (LAT) —0.70 £ 1.58 —0.54 +£1.15 199.5 .99 0.002
Relational OCD (ROCI) —0.43 +1.36 —0.25 £ 1.77 174.5 .49 0.13
Social Media Jealousy (FBJ) —0.42 +£1.18 —0.45 £ 1.28 181.5 .62 0.09
Affective Dependency (ADS) —0.49 +1.15 —0.48 +1.07 191.0 .82 0.05
General Distress Covariates

Depression (PHQ-9) —1.33 £2.45 —2.83 £ 2.87 142.5 22 -0.18
Anxiety (GAD-7) —2.00 £ 2.65 —2.25 £+ 2.89 186.5 13 0.06

Note: U and p calculated via Mann-Whitney U test (one-tailed for Exp < Ctrl). Bold indicates the superior mean.

press the Orchestrator policy into a smaller, faster model to
decouple architectural safety from system lag.

7 Conclusion

This paper addresses the challenge of deploying Large Lan-
guage Models in a sensitive emotional context. By decou-
pling state estimation from policy execution, we demon-
strated that it is possible to enforce safety guardrails and psy-
chological grounding without sacrificing generative flexibil-
ity. Our findings showed that while unconstrained LLMs (the
Control) may achieve higher short-term engagement, they
risk reinforcing maladaptive feedback loops. In contrast,
the system successfully functioned as a ‘“cognitive brake,”
achieved a deeper reduction in daily maladaptive behaviors,
specifically social-media monitoring and relationship doubt.
This suggests that the future HAI design in a sensitive domain
should not only focus on maximizing engagement metrics,
but also be capable of refusing to persuade when the user’s
state is fragile, shifting the goal to “safety-first” pacing.

Ethical Statement

This study was approved by the Institutional Review Board
(IRB) of [Anonymized Institution]. All participants provided
informed consent regarding the nature of the Al interaction.
This module preemptively screened for self-harm and Inti-
mate Partner Violence. LLMs were utilized to polish the
grammatical fluency of this manuscript; the authors retain full
responsibility for all scientific claims and accuracy.
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8.1 Cause-Strategy Knowledge Base
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Table 3: Cause-Strategy Knowledge Base. This table details the 8 causal clusters, mapping specific user phenotypes to clinical theories and
the corresponding evidence-based intervention strategies used by the Orchestrator.

Cluster Diagnostic Indicators (User State) Etiological Basis (Theory) Intervention Strategy (Micro-Action)
Anxious ECR-R (anxiety & avoidance Attachment system Behavior Change Technique (BCT) for NFC (targets: reassurance-seeking
Attachment subscales) [Fraley er al., 2000] hyperactivation (anxious frequency & specificity): Goal setting (behaviour) (1.1), Action planning / If-Then

attachment) intensifies emotion  (1.4), Prompts/cues (7.1), Self-monitoring of behaviour (2.3), Behavior substitution
and drives proximity-seeking (8.2), Framing/reframing (13.2) and/or Re-attribution (4.3), Commitment (1.9).
behaviors under BCT for NFA (targets: arousal reduction before sending & execution of one
threat [Mikulincer er al., 2003]  request): Reduce negative emotions (11.2), Verbal persuasion about capability
(15.1), Behavioral practice/rehearsal (8.1), Action planning (1.4) [Michie et al.,

2013].
Avoidant ECR-R (avoidance Attachment system deactivation BCT for NFC (targets: minimal disclosure enactment & timeboxed check-in
Attachment subscale) [Fraley et al., 2000] under threat reduces distress adherence): Action planning / If-Then (1.4), Prompts/cues (7.1), Behavioral
short-term via emotional practice/rehearsal (8.1), Self-monitoring of behaviour (2.3).
suppression and BCT for NFA (targets: reduce overwhelm to enable minimal expression):
self-reliance [Pietromonaco ef Reduce negative emotions (11.2), Verbal persuasion about capability (15.1) (only if
al., 2013; used), Commitment (1.9).
Mikulincer et al., 2003] (Avoid coding “Behavioral contract” unless you truly create a written, witnessed
contract; otherwise keep as Commitment.) [Michie et al., 2013].
Relationship Relationship Obsessive-Compulsive ROCD conceptual models NFC BCT (targets: compulsive reassurance/checking loop): Goal setting
Obsessive- Inventory (ROCI) in dimensions of ~ emphasize intrusive doubts and  (behaviour) (1.1), Action planning / If-Then (1.4), Self-monitoring of behaviour
Compulsive love for the partner, Relationship compulsive behaviors (2.3), Framing/reframing (13.2) and/or Re-attribution (4.3), Reduce negative
Disorder rightness, and being loved by the (monitoring, comparisons, emotions (11.2) (for pre-action stabilization).
(ROCD) partner [Doron et al., 2012] reassurance seeking), with NFA BCT (targets: tolerate uncertainty window without checking): Action

intolerance of uncertainty as a planning (1.4), Behavioral practice/rehearsal (8.1), Commitment (1.9), Reduce
key maintaining belief [Doron negative emotions (11.2).
et al., 2016] Response-prevention rationale: exposure/emotional-processing framework [Foa
and Kozak, 1986;
Michie et al., 2013].

Social-media The Online Jealousy Scale [Sullivan SNS exposure provides NFC BCT (targets: reduce cue exposure & test alternatives): Avoidance/reducing
jealousy and and Bruchmann, 2025] ambiguous cues that fuel jealous exposure to cues (12.3), Prompts/cues (7.1), Self-monitoring of behaviour (2.3),
monitoring cognitions and surveillance Behavioral experiments (4.4), Framing/reframing (13.2).
behaviors, contributing to NFA BCT (targets: de-escalation before acting): Reduce negative emotions (11.2),
dissatisfaction [Muise et al., Framing/reframing (13.2), Commitment (1.9) [Michie et al., 2013].
2009;
Sullivan, 2021]
Limerence Love Addiction Inventory Intense idealization of other NFC BCT (targets: replace contact behavior + track streak): Behavior
(LAI) [Costa et al., 2021]; Affective individuals, with behaviors such  substitution (8.2), Prompts/cues (7.1), Self-monitoring of behavior (2.3),
Dependence Scale (ADS-9: as repeatedly checking for Commitment (1.9), Avoidance/reducing exposure to cues (12.3).
Submission/Craving) [Sirvent-Ruiz ~ clues, intrusive thinking, and NFA BCT (targets: soothe + reinforce no-contact): Reduce negative emotions
etal., 2022] seeking uncertain rewards (11.2), Self-reward (10.9), Social support (emotional) (3.3) [Michie et al., 2013].

through reciprocity. [Ferster and
Skinner, 1997;
Bradbury et al., 2025]

Mindreading Relationship Beliefs Inventory Dysfunctional relationship NFC BCT: Behavioral practice/rehearsal (8.1), Action planning (1.4),
Misbelief (RBI: “mindreading expected”, beliefs bias the interpretation of ~ Self-monitoring of behaviour (2.3), Re-attribution (4.3).
“disagreement destructive”, conflict/communication and NFA BCT: Reduce negative emotions (11.2), Framing/reframing (13.2),
etc.) [Bradbury and Fincham, 1993]  sustain maladaptive Commitment (1.9), Behavioral practice/rehearsal (8.1).

expectations [Eidelson, 1982] Scriptable assertive requests: DBT interpersonal effectiveness (e.g., DEAR
MAN) [Michie ez al., 2013].

Boundary Silencing the Self Scale (STSS, Self-silencing schemas describe  NFC BCT: Action planning (1.4), Behavioral practice/rehearsal (8.1),
deficits “care as self-sacrifice” suppressing needs or feelings to  Self-monitoring of behaviour (2.3), Commitment (1.9), Problem solving (1.2)
(“sacrifice = subscale) [Jack and Dill, 1992]; maintain intimacy and safety; (barriers to boundary-setting).
love”) ADS-9 Submission [Sirvent-Ruiz et linked to relational dysfunction ~ NFA BCT: Reduce negative emotions (11.2), Framing/reframing (13.2), Self-reward

al., 2022] and distress [Jack and Dill, (10.9), Commitment (1.9) [Michie et al., 2013].

1992]

Global RBI [Bradbury and Fincham, 1993]  Fatalistic beliefs distort normal NFC BCT: Information about health consequences (5.1) (only if you frame
dysfunctional conflict into threat and reduce consequences explicitly), Framing/reframing (13.2), Re-attribution (4.3), Action
relationship constructive repair planning (1.4), Self-monitoring of behaviour (2.3), Commitment (1.9).
beliefs behaviors [Eidelson, 1982] NFA BCT: Reduce negative emotions (11.2), Self-talk (15.4) (if used), Verbal

persuasion about capability (15.1) (if used), Behavioral practice/rehearsal (8.1),
Commitment (1.9) [Michie et al., 2013].
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